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Group-Wise Learning for Aurora Image
Classification With Multiple Representations

Jun Zhang =, Mingxia Liu

Abstract—In conventional aurora image classification methods,
it is general to employ only one single feature representation
to capture the morphological characteristics of aurora images,
which is difficult to describe the complicated morphologies of dif-
ferent aurora categories. Although several studies have proposed
to use multiple feature representations, the inherent correlation
among these representations are usually neglected. To address
this problem, we propose a group-wise learning (GWL) method
for the automatic aurora image classification using multiple rep-
resentations. Specifically, we first extract the multiple feature
representations for aurora images, and then construct a graph in
each of multiple feature spaces. To model the correlation among
different representations, we partition multiple graphs into sev-
eral groups via a clustering algorithm. We further propose a
GWL model to automatically estimate class labels for aurora
images and optimal weights for the multiple representations in a
data-driven manner. Finally, we develop a label fusion approach
to make a final classification decision for new testing samples.
The proposed GWL method focuses on the diverse properties of
multiple feature representations, by clustering the correlated rep-
resentations into the same group. We evaluate our method on an
aurora image data set that contains 12682 aurora images from
19 days. The experimental results demonstrate that the proposed
GWL method achieves approximately 6% improvement in terms
of classification accuracy, compared to the methods using a single
feature representation.

Index Terms—Aurora image classification, group-wise learning
(GWL), multiple representations, statistical image features.

I. INTRODUCTION

S A PHYSICAL process happening in the near-Earth
environment, aurora is a natural phenomenon that can
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be directly viewed on the ground [1]. Besides, the visual feast
produced by the colorful fluctuating, aurora also provides an
effective way to investigate the activities of the Sun, because
it is mostly and ultimately driven by the solar wind [2]-[4].
Particularly, analyzing morphologies of aurora images (e.g.,
aurora classification) is significantly meaningful, because of
the close correlation between the aurora morphology and the
inherent physical mechanism.

However, manually classifying aurora into different cate-
gories is time-consuming and tedious. Luckily, there exist
many state-of-the-art feature extraction and -classification
methods that can be potentially used for automatic aurora
image classification. An optimistic outlook on the aurora
classification task is that it provides a large image dataset,
creating an interesting synergy between computer vision and
space science [5]. Specifically, the classification methods in
the domains of machine learning and computer vision pro-
vide solutions for automatic aurora data analysis. Meanwhile,
the challenging dataset provided by aurora analysis also
motivates researchers to develop advanced learning models
in the domain of computer vision. Existing aurora image
classification methods usually extract different types of fea-
tures to represent those aurora images. Specifically, single
representation-based methods only extract one single feature
representation [5]-[8], while multiple representations-based
approaches adopt multiple feature representations for aurora
images [9]. In general, the major challenges in existing aurora
image classification can be summarized as follows.

1) Single representation-based methods cannot effec-
tively capture the characteristics of eventful aurora
morphology.

2) Multiple representation-based methods usually neglect
the inherent correlation among multiple types of feature
representations.

To address those problems, we propose a group-wise learn-
ing (GWL) method for automatic aurora image classification.
Specifically, we first adopt several state-of-the-art feature
extraction methods to extract multiple representations for
aurora images, including local binary pattern (LBP) [10],
local energy pattern (LEP) [11], VZ-maximum response 8
(MRS8) [12], VZ-Joint [12], principal curvatures (PCs) [13],
and basic image features (BIFs) [14]. In this way, more dis-
criminative structural information can be possibly extracted by
different feature representations. We then construct multiple
graphs based on multiple representations, with each graph cor-
responding to a specific representation. Then, we develop a
feature representation clustering method to partition multiple
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representations into different groups via a spectral clustering
algorithm [15], through which the underlying correlation
among representations can be modeled explicitly. We fur-
ther propose a multigraph-based classification model, where
multiple graphs in the same group are integrated into a uni-
fied objective function. Moreover, the optimal weight for each
representation can be automatically learned from our method.
Finally, we develop a label fusion method to assemble the
classification results obtained from different representations.

The major contribution of this paper is twofold. First,
we investigate the efficacy of using different state-of-the-
art feature representations and classifiers for aurora image
classification. It demonstrates that multiple feature representa-
tions provide complementary information that can improve the
classification performance. Second, to fuse multiple represen-
tations efficiently, we propose a GWL model to automatically
learn optimal weights for multiple feature representations
within each group, as well as estimated class labels for aurora
images, in a data-driven manner. The merit of the proposed
GWL is that we focus on making use of diverse properties
of multiple representations, by first clustering correlated rep-
resentations into the same group and then treating each group
equally for making final classification decisions. In particu-
lar, the optimal weights for those correlated representations in
the same group can be learned from data automatically. The
proposed GWL framework can also be potentially used for
other learning problems with multiple feature representations.

The remainder of this paper is organized as follows. In
Section II, we briefly review the related work. Section III
presents our proposed GWL framework for aurora image clas-
sification in detail. In Section IV, we first introduce the aurora
image database used in this paper, and then report the exper-
imental results achieved by our proposed method and several
state-of-the-art methods. Section V discusses several impor-
tant issues and possible future research directions. Finally, the
conclusion is given in Section VI

II. RELATED WORK
A. Aurora Image Classification

In the literature, existing studies for aurora image classifi-
cation can be roughly divided into two categories: 1) single
representation-based methods and 2) multiple representations-
based approaches. In the first category, there are several
important works. For example, Syrjdsuo et al. [16] adopted
shape skeletons of the aurora forms and hierarchical attribute
trees to classify aurora images. Syrjisuo et al. [5]-[7] proposed
a serious work that focuses on using Fourier descriptors to
represent the aurora images. Wang et al. [8] extracted LBP
features with a block partition scheme, and adopted the near-
est neighbor classifier for classification. Wang et al. [17]
proposed a feature extraction method named X-gray level
aura matrices, and the support vector machine (SVM) classi-
fier was employed to perform classification. However, these
methods only adopt singe feature representation for aurora
images, where characteristics of eventful aurora morphology
cannot be effectively captured by only one single feature rep-
resentation. As a typical exemplar of the second category,
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Yang et al. [9] proposed a multiple representation based on
polar scale-invariant feature transform and polar deep LBP
descriptor with an application for aurora image retrieval. In
their work, features from two representations were simply
concatenated, where the correlation among multiple feature
representations are not incorporated into the learning model.
Later, Yang et al. [18], [19] further employed the convo-
lutional neural network (CNN) features for aurora image
indexing. Generally, features were seldom combined according
to their associations. Intuitively, modeling the inherent corre-
lation among different representation could further boost the
learning performance for aurora image classification.

B. Image Feature Representation

In recent years, many feature extraction approaches
have been proposed for image representation in com-
puter vision domain. For example, LBP [10] and its
variants [13], [20], [21]; texton dictionary-based repre-
sentations (or named codebook-based representations)
[12], [13], [22], [23]; and wavelet-based representations
[24]-[28]. Among them, several feature representations have
been used in aurora image classification. In the following, we
briefly introduce several widely used feature representation
methods that have been or can be potentially applied to
aurora images.

1) Local Binary Pattern: Image representations based on
LBP have been broadly used for texture classification [10],
face recognition [29], and object detection [20], due to its
simplicity and efficiency. The basic idea of LBP can be con-
cluded into two major steps: 1) calculating local derivatives
and 2) binary coding. Specifically, assume that the intensity
value of centroid pixel is g., the intensity values of its neigh-
boring pixel is g,(p = 1,2, ..., P), where P is the number of
neighboring pixels. The joint distribution is

T =1(s(g0 — &c)» 5(80 — 8c)» -+ .- s(gp-1 = &) (D)
where
1 x>0
st) = {o x<0. @
Using the binary coding, the distribution can be transformed
into a decimal number
P—-1
LBPp = Zs(gp —8c)2". (3)
p=0
Generally, the statistical histogram of the numbers is
regarded as a feature vector. By merging some histogram bins
with the uniform and rotation invariant constraints, the repre-
sentation can be further rectified to be more compact and has
the property of rotation invariance for specific applications.
2) Local Energy Pattern: LEP adopts the oriented ener-
gies to generate local descriptors and uses an n-ray coding
strategy for vector quantization (VQ). Specifically, the ori-
ented energies are generated by the responses of second-order
Gaussian-like derivative filters. Due to the steerable property
of Gaussian-like filters, the filtering response in any arbitrary
orientations (i.e., ) can be obtained by the linear combina-
tion of the responses of basis filters, that is, Gy, Gy, and Gyy.
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Therefore, the filtering response Gog is defined as
Gap = c05*(6) Gy — 2c03(8) sin(0) Gy + sin(0)Gyy  (4)

where 6 can be sampled at proper intervals with the bound of
0<6=<m.

Then, the filtering responses are rectified into energies by
a serious operation of nonlinearity, smoothing, and normal-
ization. In this way, the local descriptor has the ability of
brightness and contrast invariance. In order to calculate the
appearing frequency of the local descriptor, the local descriptor
is transformed into a coding number by n-ray coding, similar
to the operation in LBP. Finally, the statistical histogram of
the coding numbers is also regarded as the presentation feature
vector.

3) VZ-MRS, VZ-Joint, and Principle Curvatures:
Varma and Zisserman [12], [22] proposed a texton dictionary-
based image representation method using the responses of
MRS filter set (it includes 38 Gaussian and Laplacian of
Gaussian filters, but only 8 filter responses) and image patches
(the raw pixel intensities of a square neighborhood around the
selected point are taken, being flattened to form a vector),
respectively. For convenience, the two types of features are
named VZ-MR8 and VZ-Joint, respectively. PCs are generated
by calculating local PCs with multiple scales [13]. These three
approaches adopted the similar texton-based framework for
image representation. Specifically, local structures of an image
are directly described by the responses MRS filter set, image
patches, or PCs, where each local descriptor (v) is normalized
by Weber’s law

v < v[log(1 + [vl2/0.03)]/IIv]l2. ®)

Massive local patches from each category are aggregated
together and clustered into different groups. The clustering
centers are used to construct a texton dictionary. The textons
thereby directly represent the local structures. For each image,
each local structure can be labeled by its most similar texton,
and the appearing frequency of these textons is regarded as
the representation.

4) Basic Image Features: BIFs are constructed with six
basis filtering responses from one zero-order (i.e., cop), two
first-order (i.e., cg; and cjg), and three second-order (i.e.,
c20, 11, and cgp) Gaussian derivative filters. Then, the local
descriptor is calculated as

1
{8Soo,2\/s%0+s%1,ﬂ:k,2_2(y i/\),y} (6)

where s; = oy, A = s, + 3. and y =

\/ (520 — S02)? +4s%1. In general, each element corresponds
to a specific local structure. In a real-world application, the
authors suggested to set ¢ = 0 and adopt a multiscale repre-
sentation. For each scale, the maximum value is selected from
six elements. If there are four scales, it will result in a visual
dictionary 6* = 1296 BIF-columns.

C. Graph Learning

In the past decades, graph learning [30]-[38] have achieved
promising performance in many applications. In a graph, a
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sample is represented by a vertex in a graph, and one edge
connects a pair of vertices based on some distance measure
metric (e.g., Euclidean distance), through which the pairwise
relationships among samples can be captured. Such a pairwise
relationship can partially represent the data structure locally.
In graph learning methods, a smoothing constraint is usually
implemented globally with the spectral transformation of the
graph Laplacian [39]-[47].

In the literature, there are many representative graph learn-
ing methods. In an unsupervised manner, normalized cuts [48]
considers both dissimilarity between different groups and sim-
ilarity within the same group. Different from normalized cuts,
graph cuts [49] uses a max-flow/min-cut optimization instead
of traditional graph partitioning algorithms to minimize the
energy function. Both of them are very basic tools for solving
the perceptual grouping problem in the domain of computer
vision. In a semisupervised manner, graph mincuts [50] min-
imizes the number of similar pairs of vertices that are given
different labels. Harmonic energy minimization [51] formu-
lates a Gaussian random field on the graph, where the mean
of the field is characterized in terms of harmonic functions.
Spectral graphical transducer [52] provides a transductive ver-
sion of the K-nearest-neighbor (KNN) classifier using graph
learning. Deng et al. [53] proposed a weekly supervised
multigraph learning for image ranking by considering both
intragraph and intergraph constraints.

III. PROPOSED METHOD

Fig. 1 illustrates our proposed GWL method for aurora
image classification using multiple feature representations. As
shown in Fig. 1, we first extract M feature representations for
each aurora image. Then, multiple graphs can be built based
on these features, with each graph corresponding to a specific
feature representation. A clustering process is performed to
partition M representations into G groups. We then perform
multigraph-based classification in each group, followed by a
label fusion process to make a final classification decision for
a new testing sample.

A. Feature Extraction

We extract six types of feature representations for each
aurora image, including LBP, LEP, VZ-MRS, VZ-Joint, PCs,
and BIFs features. Note that these six feature representations
are histogram-based features that calculate statistical occur-
rence frequencies of local structures. There are three main
steps in our feature extraction approach (see Fig. 2), which
are listed as follows.

1) Local Structure Description: We describe local struc-
tures of aurora images using different local descriptors,
that is, local derivatives for LBP, oriented energies
for LEP, MR8 filtering responses for VZ-MRS, image
patches for VZ-Joint, principal curvatures for PCs, and
basic image features for BIFs.

2) Statistical Frequencies Computation: In order to count
the statistical frequencies of these local descriptors in an
image, several VQ strategies are applied to transform the
local descriptor vector into a coding number. For exam-
ple, binary coding for LBP, n-ary coding for LEP, texton
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Framework of the proposed GWL method for aurora image classification.
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Fig. 2. Pipeline of feature extraction for multiple representations of aurora images.

dictionary coding for VZ-MRS8, VZ-Joint, and PCs, and
maximum response selection for BIFs. Particularly, in
this paper, we only count the frequency within a circle
mask where the aurora appears in the image (see Fig. 2).

3) Image Representation: The histogram of the coding
numbers in the image is regarded as the image represen-
tation. Given six types of image representation, we can
finally obtain six feature vectors as the representation
for each aurora image.

B. Multigraph Construction

To incorporate the structural information of data into sub-
sequent learning model, we propose to use the graph structure
to explicitly model the pairwise relationship among individual
samples. Specifically, we first construct a graph using one spe-
cific feature representation of aurora images, and then compute
the graph Laplacian matrix. We denote boldface uppercase let-
ters, boldface lowercase letters, and normal italic letters as
matrices, vectors, and scalars, respectively.

Assume the studied aurora images with the mth
(m = 1,...,M) representation are represented by X"
xI'. x5, ..., xy} € RVxd" where M is the feature represen-
tation number, N denotes the total number of aurora images,
and d" is the feature dimension. Here, X' € R" is the mth

Arc
aurora

Drapery
corona

Radial
corona

Hot-spot
aurora

Fig. 3. Samples of four categories from the aurora database.

feature representation for the nth aurora image. In graph learn-
ing, each aurora image is regarded as a vertex, where the data
structure is modeled by edges that connect samples according
to some similarity measurement.

Given a vertex set ) where each vertex represents a sam-
ple, an edge set £ with each one connecting two vertices,
and a weight vector w € R™ for N, edges, an undirected
weighted graph is represented by G = (V, £, W) without
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loops (i.e., G is a simple graph). It is worth noting that an
edge in a graph connects two vertices, through which pair-
wise relationship among samples can be modeled explicitly
[30], [31], [46], [54]. There are non-negative weights w;; > 0
for the edge, satisfying w; ; = 0 if X; and x; are not connected.
In general, a larger value of the edge weight w; ; suggests that
the ith and the jth samples are more similar to each other,
and vice versa. Hence, the edge weight is usually assigned
by the similarity between a pair of samples [46]. The matrix
W = (w;) is called the adjacency matrix, and the Laplacian
matrix L is defined as [30], [54]

L=D—-W, D=diag Zwl,j,...,zw,v,j (7)
J#1 J#N

where L = (I;;) is called the graph Laplacian. In an undi-
rected weighted graph, the matrices W and L are symmetric.
A key problem in graph learning is to construct edges based
on a specific similarity/dissimilarity matrix, to ensure that two
similar samples can be connected by an edge. Since we adopt
histogram-based representation for aurora images in this paper,
conventional distance measurements (e.g., Euclidean distance)
are not suitable for our case. In the literature, there are several
ways to measure the distance between a pair of samples rep-
resented by histogram-based features, for example, Chi-square
distance [55], histogram intersection [56], and log-likelihood
statistic. In this paper, we calculate the dissimilarity between
representations for two aurora images (i.e., u and v) with
Chi-square distance, which is defined as follows:

uk — k)’

X*(u,v) = Z u

uk 4 vk ®)
k
where k is the index of the feature vector for each image.
Based on the Chi-square distance defined in (8), we adopt
the widely used heat-kernel for adjacency matrix construction.
Specifically, the element w:”] of the adjacency matrix W™ is
defined as

w:"] =e 2 . )

Given M types of feature representations, we can com-
pute M adjacency matrices {Wm}/,,wl:l, where each one is
constructed based on a specific feature representation.

C. Graph Grouping via Clustering

In this paper, we extract M types of feature representations
to represent each aurora image. While each representation
may own its unique discriminative information in represent-
ing morphologies of aurora images, some of them could be
correlated to some extent. To explicitly model such corre-
lation information could benefit the subsequent classification
model, since more prior information can be incorporated into
the learning process. Here, we propose to adopt a cluster-
ing algorithm to partition M representations into G groups.
Specifically, based on the adjacency matrices {W’"}%Z] con-
structed in M representations, we first compute the correlation
coefficients of those M adjacency matrices. In this way, we
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can obtain a correlation matrix € RM*M with each ele-
ment denoting the correlation coefficient of a pair of adjacency
matrices. Based on the correlation matrix €2, we adopt the
spectral clustering algorithm [15] to partition M represen-
tations into G groups. Then, in each group, we perform
group-wise classification using the following proposed model.

D. Group-Wise Classification

Since it is difficult to determine which representation can
better represent the morphology of aurora images, we now pro-
pose a group-wise classification model, by integrating multiple
graphs (constructed in multiple feature representations) into a
unified objective function in each of G groups.

1) Graph Laplacian Regularization: Assume we have a
label matrix Y € RV*C, where each element yij = 1 if the
sample x; is labeled as the jth category and y;; = O other-
wise, and C is the total number of categories. Let A € RN*N
be a matrix with element a;;. We denote the Frobenius

norm of A as ||A|lp = ,/Zi’j |a,',j|2, and the trace of A as

tr(A) = Zfil a; ;. Let b represent a vector, and its />-norm is
defined as [[bll, = /3N, 16

Suppose F” € RV*C is the estimated label matrix in the
mth representation, where the element in the cth column £
of F” is the estimated probability score belonging to the cth
class for N samples. Intuitively, if two samples x;" and xj’-" are
similar in the mth feature space, their estimated class labels

should also be similar. Based on this assumption, we propose
the following graph Laplacian regularizer:

c

C N 5 .
> Sowh(-an) = )

e=1ij=1 c=1

(10)

where the weight w:”] is the (i, j)th element of the adjacency
matrix W”. Note that, a large value of wf”j suggests that the
ith and the jth samples are similar in the mth feature space.
In this way, the graph Laplacian regularizer defined in (10)
is used to encourage that, if the ith and the jth samples are
similar, their estimated probability scores should also be close
to each other in the label space.

Although many of existing studies have shown that
multiple feature representations can provide complementary
information [11], it is still hard to determine the optimal
weights for different feature representations (with respect
to different graphs). To address that problem, we propose
to learn the weights for different representations from data
automatically, with details given in the following section.

2) Classification Model: Given the true class label matrix
Y and the estimated class label matrix {le}i\"/[g: , in the gth
group, we define the following cost function:

C 2 M, 2
>t —xel, = 2w - v
1 1 m=1

m=1 c=
where £’ . and y,. are the cth column of F};" and the cth column
of Y, respectively.
Denote a, € RMs as a weight vector in the gth group,

with its element o' representing the weight for the mth

M,

(11)
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graph constructed in the mth feature space. By considering the
structure information conveyed by graph Laplacian regularizer
defined in (10), we propose the following multigraph-based
classification model:

’Fg’,ag] X m=
My 2 C T
3 () 2o (r) Lee
m=1 c=1
Mg

(12)

m=1

where the first term is the empirical loss in the gth group
with M, feature representation, and the second one is the
graph Laplacian regularizer [34]. The regularization param-
eter (oz(’g")2 is used to prevent the degenerate solution of

o, = {aé, e, ag/lg}, and u is employed to tradeoff the con-
tribution of two terms in (12). The constraints in (12) are used
to penalize the complexity of the weights (i.e., at,) for differ-
ent representations. With (12), one can jointly learn the class
probability scores {F;”}Zi 1» as well as the optimal weights o
for multiple feature representations.

As mentioned in Section III-C, we cluster M representations
as G groups, where the inherent correlation among differ-
ent representations can be explicitly modeled to some extent.
Then, we propose to perform classification via the model
defined in (12) in each of G groups separately, and finally
assemble the classification results using a label fusion method
(see Section III-D4).

3) Alternating Optimization Algorithm: Since the problem
defined in (12) is not jointly convex with respect to {Fg’"}Zi 1
and a,, in this paper, we propose an alternating optimization
approach to solve the proposed objective function. To be spe-
cific, we first optimize Fg’, given a fixed at,. Then, we optimize
a, with a fixed Fy'.

In the first step, given e, the objective function in (12) can
be rewritten as

My , M 2 T
min 2[R = v] o 3 () () ).
g m=1 m=1
(13)

The partial derivative of the objective function in (13) with
respect to Fg," is as follows:

9 i 2 X 2 T
m m m mym
g o[-+ 2 () “((Fg) LgFg)
8 m=1 m=1

2
= 2uF” — 2uY + 2<ag) L'F” =0 (14)
2 -1
()
el R v (15)
"
where I € RV*V is an identity matrix.
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Given a fixed Fy', we then optimize e, in the second step.
In such a case, the problem in (12) can be rewritten as

Mg

2 T
min Z(“?) tr((Fg) L;”F?)
{a§1}/;l=l m=1
MK
st. Y af=1, Yoy >0. (16)
m=1
The partial derivative of (16) with respect to o' is as
follows:
M, M,
2 i ) el (1) e ) 4 o i m_q
B % g) gt g
g | m=1 m=1
=0 (17)
T
agl T m T mypm
2tr<<Fg) LgFg>
AR
Hm:l tr ( g 878

M M T ’
Zmil p:gl,p;ém tr((FZ) LZF?)

4) Label Fusion: Given M, feature representations, we can
obtain M, estimated probability scores for new testing samples
in the gth group via (12). With the optimal weights for differ-
ent representations learned in (12), we develop a label fusion
approach to make a final classification result for testing sam-
ples. Specifically, given a new testing sample z, its class label
can be estimated by the weighted mean of its estimated class
probability scores via

G Mg

[(z) = argmax Z Z ocg' g’fc(z)
c=1,...,.C

o g=1 m=1

19)

where ozg,” is the optimal weight of the mth feature represen-
tation learned from (12) in the gth group, and g’f'c(z) is the
estimated probability score in the gth group belonging to the
cth category achieved in the mth feature representation space
for the sample z. Note that M, is the number of representations
in the gth group, and Zngl M, =M.

5) Computational Complexity Analysis: Now, we analyze
the computational complexity of the proposed method that
contains four main steps as shown in Algorithm 1. In the first
step, we need to construct M graphs based on M types of
feature representations and compute the correlation matrix,
requiring O(MN?) operations. In the second step, we per-
form representation clustering using the spectral clustering
algorithm, which needs requires O(N?) operations. In the
third step, we compute F;,” via (15) that requires O(MgNz)
operations. Also, the last step requires O(CM) operations,
respectively. Since both the number of representations (i.e.,
M = 6) and the number of categories (i.e., C = 4) are much
smaller than the number of sample size (i.e., N), the overall
computational complexity of Algorithm 1 is O(N?).

Authorized licensed use limited to: University of Southern California. Downloaded on October 04,2021 at 22:02:30 UTC from IEEE Xplore. Restrictions apply.



4118

Algorithm 1: GWL for Aurora Image Classification

Input: Labeled aurora images with M (M = 6 in this study)
feature representations, including LBP, LEP, VZ-MRS,
VZ-Joint, PCs, and BIFs features; class label matrix
Y € RVXC, parameters u and o.

1 Step 1: Initialization

2 1.1: Compute the adjacency matrices {W’” Mf based on M

types of feature representations via Eq. (9), and the Laplacian
matrices via Eq. (7);
3 1.2: Construct the correlation matrix € € RM*M between M
M

m=1"

4 1.3 Set {ag}e_| with initial values;

5 Step 2: Clustering of multiple representations. We perform
spectral clustering based on the correlation matrix 2 to
partition M representations into G groups.

6 Step 3: Group-wise classification. In each of G groups, we
perform multi-graph based classification via Eq. (12), with
details listed below.

adjacency matrices {W™}

7 repeat
8 3.1: Label update. Compute FZ’ using Eq. (15);
9 3.2: Representation weight update. Compute the weight for

different feature representations (i.e., g = [aé, e
via Eq. (18);

10 until convergence;

11 Step 4: Label fusion. For a given testing sample z, we can

obtain its clasi/llabel via Eq. (19).
Output: {Fg,”}mi 1
sample z.

Mg
, Og ]

ag, and class label I(z) for a given testing

IV. EXPERIMENTS
A. Database

The aurora image data used in this paper were collected
from the all-sky imagers at Chinese arctic station, Yellow River
Station (YRS), in Ny-Alesund, Svalbard. The all-sky images
were acquired using three-wavelength (i.e., 427.8, 557.7, and
630.0 nm) all-sky cameras. According to [57], the dayside
oval was divided into four auroral active regions, including
the prenoon green warm spot (i.e., region W), the midday
green gap (i.e., region M), the post-noon hot spot for auro-
ral emission at three wavelengths (i.e., region H), and the
dusk green aurora sector (i.e., region D). Generally, each
region is associated with the typical structures of aurora.
For example, the quickly poleward moving or east-west
brightening discrete rayed arcs usually appear in region W,
drapery-like corona or red radial corona appear in region M,
quasi-periodic brightening rayed bands with poleward moving,
isolated brightening rayed bundles or brightening arcs appear
in region H, and multiple, parallel east-west extended arcs
appear in region D [8]. These images were acquired from
December 2003 to February 2009. The images in 557.7 nm
were selected as the dataset.

Following [8], we preprocessed all aurora images by the
following three steps.

1) Subtracting Dark Current: Dark current is deemed
as system noise caused by equipment. The operation
was a linear stretching that each image was stretched
with a cutoff value of 4000 and rescaled to the range
of [0, 255].
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2) Image Cropping: A circle mask with a radius of 220
pixels was used to mask out the noisy regions where
wide-angle distortion happens and may contain YRS
lights. Then, the original image size of 512 x 512 pixels
was further cropped to 440 x 440 pixels.

3) Rotation: We rotated the images counter-clockwise by
61.11 with north being upward since east-west structure
is dominant.

We labeled 12682 images that happened in 19 days into
four categories, namely, arc aurora, drapery corona aurora,
radial corona aurora, and hot-spot aurora. Specifically, there
are 6142 images from arc aurora, 2722 images from drapery
corona aurora, 2554 images from radial corona aurora, and
1264 images from hot-spot aurora. The typical images of four
types of aurora are shown in Fig. 3.

B. Experimental Settings

Since aurora is a gradually changing process, the aurora
images that have short time interval may have strong appear-
ance relationship. If we randomly select images as training
and testing, there is a high possibility that there exist similar
images in training dataset that are related to the testing images.
Therefore, we conduct experiments using a leave-one-day-out
strategy. Specifically, given images from 19 days, we employ
images from 18 days for training and the rest for testing. The
process is repeated 19 times until the images from all 19 days
have been used for testing. In doing so, all images can be used
for training and testing.

In the feature extraction stage, we set parameters for each
type of feature as follows.

1) LBP Representation: We adopt the uniform LBP, and

select three scales to calculate the local differences of
8, 16, ad 32 neighboring pixels. The total dimension of
the LBP feature is 849.

2) LEP Representation: We adopt four filtering orienta-
tions and select N = 4 for n-ary coding. For multiscale
representation, we adopt four scales with the standard
deviation of [1, 2, 4, 8]. The final feature dimension
is 1024.

3) Texton-Based Representations: That is, VZ-MRS,
VZ-Joint, and PCs. The size of texton dictionary is 400.
Therefore, the feature dimension is 400 for each type of
representation. Specifically, the MRS filter set used in
our experiment is exactly the same with [12], and we
use the image patch with a size of 7 x 7 and four scales
of [1, 2, 4, 8] for PCs.

4) BIFs Representation: We use four scales of [1, 2, 4, 8]
for the filters, and the basic local descriptor is 6 rectified
filtering response. Therefore, the final feature dimension
is 6* = 1296.

In this paper, we employ the affinity propagation clustering
algorithm [58] to partition those M feature representations into
G groups. Specifically, M = 6 representations are automati-
cally clustered into (G = 3) groups, where LBP and LEP
representations are clustered into the first group, the second
group contains VZ-MRS8 and VZ-Joint representations, while
PCs and BIFs are in the third group. In graph construction
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Fig. 4. Confusion matrix achieved by the proposed GWL method for aurora
image classification.

and multigraph classification steps, there are two parameters
o in (9) and p in (12) to be tuned, respectively. We select
those two parameters using a grid search strategy via twofold
cross validation in the training dataset.

In the experiments, we first compare the proposed GWL
method to the baseline method, i.e., graph-based classification
model [50] (the graph is built based on a specific repre-
sentation). It is worth noting that M graph-based classifiers
corresponding to M representations are learned separately,
while those in GWL are trained jointly by considering their
underlying relationship. We also compare GWL to several
state-of-the-art methods, including KNNs, SVM [59], and
random forests (RFs) [60]. Specifically, we first feed each
representation to each classifier for obtaining an individual
classification result for basic comparison. Then, we also con-
catenate all features as a joint representation, and feed such
joint representation to different classifiers. For a fair com-
parison, we further adopt a classifier ensemble method using
the majority voting strategy to assemble basic classification
results from different feature representations. In the experi-
ments, 19 nearest neighbors are experimentally used for the
KNN classifier with Chi-square distance, and 100 trees are
used for the RF classifier. For SVM classifier, we employ the
Chi-square kernel and select the parameter (i.e., C value) using
a search strategy via twofold cross validation in the training
dataset.

C. Classification Results

Fig. 4 shows the confusion matrix for each aurora cate-
gory achieved by the proposed GWL method. From Fig. 4,
we can figure out the class-wise classification performance
among these four types auroral categories, including fourfold.
First, GWL achieves very high classification accuracy (i.e.,
90.7%) for arc aurora images. Such phenomenon is reason-
able, since the arc aurora has definite arc features and can be
easily distinguished by a classifier. Second, it is more chal-
lenging to classify the drapery corona aurora, radial corona

4119

Classification accuracy (%)
78
76

75.8

74
72
70 69.3 69.3
o8 68.4 67.5 6!
66 65.2
64
62
60
58

LBP LEP GWL

8.6
VZ-MR8  VZ-Joint PCs BIFs

Fig. 5. Classification accuracies achieved by graph-based classification
methods using different feature representations.

aurora, and hot-spot aurora images, compared to arc aurora.
Third, many hot-spot aurora images have been wrongly clas-
sified as arc aurora. The reason should be that only arc aurora
and hot-spot aurora have very strong intensity and which is
a key feature to distinguish these two classes from the oth-
ers. Fourth, it is easy to wrongly classify the drapery corona
aurora to radial corona aurora, and vice versa. As shown in
Fig. 3, these two classes share very similar local structures,
the interclass difference between these two classes is much
smaller than the difference between them and other classes.

In Fig. 5, we report the classification results achieved by the
conventional graph-learning method and the proposed GWL
method, where the first six bars denote results obtained by
graph-based classifier using each of multiple feature repre-
sentations. As can be seen from Fig. 5, our GWL method
improves the classification accuracy by 6%, compared to the
conventional graph-based classifier. It implies that GWL takes
advantage of multiple features to improve the performance
of aurora image classification. Also, it can be observed that
graph-based methods using LBP, LEP, VZ-MRS, PCs, and
BIFs features achieve much better classification results than
that using VZ-Joint features. It is worth that aurora images
often have different brightness and contrast due to various
weather condition. By directly using image patches as a local
descriptor, VZ-Joint features are not robust to the invariance
of different imaging conditions. In contrast, the other five fea-
tures are very robust to local brightness and contrast variations,
and thus methods using such features achieve relatively better
classification performance.

D. Comparison With State-of-the-Arts

We further conduct a group of experiments to compare
the proposed GWL method with several state-of-the-art meth-
ods, with results shown in Fig. 6. From Fig. 6, we have the
following observations.

1) The proposed GWL method achieves the best classifi-
cation result. It suggests the proposed GWL method is
more effective than methods using the concatenation of
multiple features and methods using majority voting of
multiple classification results.
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E. Parameter Analysis

In this part, we analyze several important parameters in the
proposed GWL method, including u in (12) and o in (9). We
select the two parameters by leave-one-day-out cross valida-
tion within the training data. Fig. 7 shows the results of using
aurora images from the first 18 days as training. From this
figure, we could observe that the optimal parameter values
lie in a relatively small range, that is, [10, 1000] for u and
[0.1, 10] for o. Note that, the optimal parameters selected via
cross validation could be slightly different for each fold, even
though they all lie in the above ranges.

F. Diversity Analysis

For those ensemble-based methods and our proposed GWL
method, the final classification results are made based on the
outputs of multiple base classifiers. We further investigate the
diversity of those base classifiers in an ensemble, using a kappa
measure [61]. In this paper, each ensemble contains six indi-
vidual classifiers concerning six representations, and hence
there are 15 pairwise classifier combinations (corresponding
to 15 kappa values). In Fig. 8, we report the diversity-error
diagram achieved by different classifier ensemble-based meth-
ods, where the x-axis denotes the kappa value and the y-axis is

Parameter

Fig. 7. Classification accuracies achieved by the proposed GWL method
using different parameter values of p and o.

the averaged classification error of a pair of classifiers, respec-
tively. A small kappa value indicates better diversity between
a pair of classifiers, and a small averaged error indicates a
better classification accuracy. Hence, the most desirable pairs
of classifiers will be close to Fig. 8(bottom-left corner). To
visually evaluate the relative positions of different clouds, we
plot the centroids of different clouds achieved by five methods
in Fig. 8, by computing the average position of all points in
each cloud.

From Fig. 8, we could observe that the proposed GWL
method outperforms KNN in terms of classification error, and
achieves better diversity in terms of kappa measure than all the
competing methods. That is, GWL builds a classifier ensem-
ble based on reasonable accurate individual components but
markedly good diversity. On the other hand, we can see that
the mean classification errors achieved by those competing
methods are usually small, compared to the proposed GWL
method. However, their diversities are generally worse than
that of GWL. The underlying reason could be that, in four
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Fig. 8.  Kappa-error diagram achieved by five classifier ensemble-based
methods for aurora image classification.

competing methods (i.e., KNN, RF, SVM, and graph), each
classifier is built in a specific feature representation space sep-
arately, where the complementary information conveyed by
different representations is neglected. In GWL, the comple-
mentary information is expected to be reserved via a joint
learning model, although the classification accuracy of the
classifier in each representation may drop a little.

V. DISCUSSION
A. Feature Representation

We extract six types of feature representations to represent
aurora images. The experimental results in Fig. 6 indicate that
these features are effective for aurora representation, even with
traditional classifiers (i.e., KNN, RF, and SVM). Moreover,
as shown in Fig. 6, using multiple feature representations for
aurora images do promote the classification performance. The
underlying reason is that multiple types of representations may
provide complementary information to distinguish different
aurora categories. Therefore, it is important to develop effi-
cient multiple representation fusion methods for aurora image
classification.

B. Group-Wise Learning Strategy

For problems with multiple feature representations, there are
generally two straightforward ways to combine multiple rep-
resentations, that is, concatenation of multiple representations
and classifier ensemble (e.g., via majority voting strategy),
where each classifier is built on a specific feature repre-
sentation. In general, feature concatenation methods neglect
the complementary information conveyed in different repre-
sentations, while classifier ensemble methods usually ignore
the underlying correlation among different representations. In
order to reasonably assemble all classification results obtained
from multiple representations, we propose a GWL method
for the fusion of multiple feature representations. Using the
proposed method, we can automatically learn the weights for
multiple representations from data, thus leading to a stable
classification performance.
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TABLE I
COMPARISON WITH THREE VARIANTS OF OUR METHOD
Method GWL-individual GWL-conbine = GWL-random GWL
ACC (%) 72.7 70.5 72.1 75.8
TABLE II

CLASSIFICATION PERFORMANCE FOR AD CLASSIFICATION

Method AUC ACC SEN SPE

(%) () () (%)
KNN 783 750 718 717
RF 825 792 764 817
SVM 862 827 754 89.1
GWL (Ours) 929 89.8 889 904

In order to further explore the group-wise characteristics of
our method, we conduct additional experiments using three
variants of our method. In the first variant (denoted as GWL-
individual), we treat six types of feature representations as six
individual groups. In the second variant (denoted as GWL-
combine), we combine all six feature representations to one
single group. In the third variant (denoted as GWL-random),
we randomly group six types of feature representations into
three groups. For the fair comparison, our GWL method and
its three variants share the same model defined in (12), as well
as the same experimental settings. The experimental results on
the classification of aurora images are shown in Table I.

As shown in Table I, our group-wise-based method (i.e.,
GWL) achieves superior performance compared to the other
variants. The underlying reason could be organized below.
First, without group partition, GWL-individual treat each
feature representation individually which does not combine
correlated representations. Each feature representation is not
perfect and may have noise. If we treat each feature represen-
tation individually, the potential noise cannot be decreased. On
the contrary, reasonable combination which combines corre-
lated feature representations and will help decrease the effect
of noise. Second, GWL-combine simply combines all feature
representations together without considering the inherent cor-
relations. Simple combination will lose the diversity of each
representation. Therefore, GWL-combine cannot achieve satis-
factory classification performance. Third, GWL-random makes
the combination randomly which cannot decrease the feature
noise effectively but lose the feature diversity.

C. Potential Applications

Besides using the aurora image dataset, we also evaluate
our method on a public dataset, named Alzheimer’s disease
neuroimaging initiative (ADNI) [62], for Alzheimer’s disease
(AD) diagnosis. The public dataset has been broadly used for
AD patient classification [63]-[68] and clinical score regres-
sion [69], [70]. In our experiment, we employ all baseline
T1-weighted structural magnetic resonance (MR) images from
ADNI-1, and these brain MR images are acquired from 199
AD subjects and 229 age-matched normal controls (NCs).
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TABLE III
PERFORMANCE COMPARISON BETWEEN OUR METHOD AND SEVERAL
STATE-OF-THE-ART METHODS FOR AD DIAGNOSIS BASED ON
STRUCTURAL MRI DATA IN THE ADNI DATABASE

Method Subject AUC ACC SEN SPE
(%) (%) (%) (%)
Korolev et al. [63] 62NC + 50 AD 87.0 80.0 -

58 NC + 48 AD - 85.4 88.3 90.0
183 (NC + AD) 87.9 82.0 85.0  80.0
115NC + 88 AD - 86.0 81.0  91.0
229NC + 199 AD 88.2 83.7 80.9 86.7
207NC + 154 AD 94.0 88.3 79.6 947
229NC + 199 AD 92.9 89.8 889 904

Khvostikov et al. [64]
Hinrichs et al. [65]
Koikkalainen et al. [66]
Zhang et al. [67]
Zhang et al. [68]

GWL (Ours)

Generally, the gray matter (GM) features based on regions-of-
interest (ROIs) are usually used for brain image representation.
In our experiment, we extracted 90 individual feature repre-
sentations according to predefined 90 ROIs. To partition each
brain SMR image to 90 ROIs, we use the automated anatom-
ical labeling (AAL) map. The AAL map is originally defined
on the Montreal Neurological Institute single subject brain MR
image [71]. Specifically, we first linearly align all images to
the same template. Then, we perform the nonlinear alignment
and map the AAL GM tissue and ROIs to the images. Finally,
for each subject, we extract the normalized volumes of GM
tissue inside the 90 ROIs as feature representations.

In our experiment, we perform a tenfold cross validation to
evaluate the classification performance. For comparison, we
concatenate 90 ROI representations to train the KNN, RF, and
SVM classifiers. Specifically, we employ K = 5 for KNN,
100 trees for RF, and C = 1 for linear SVM. We eval-
uate the binary classification performance using area under
ROC (AUC), accuracy (ACC), sensitivity (SEN), and speci-
ficity (SPE), respectively. The experimental results achieved
by different methods in AD versus NC classification can be
found in Table II. As shown in Table II, our method achieves
a very competitive classification accuracy of 89.8%, which is
much higher than the other methods using KNN (75.0%), RF
(79.2%), and SVM (82.7%). It suggests that our method can
be potentially used for some other applications for merging
multiple representations.

We further compare our GWL method with six state-of-
the-art methods on ADNI, including two deep-learning-based
methods [63], [64], a voxel-level-based method [65], a region-
level-based method [66], and two anatomical-landmark-based
methods [67], [68]. The experimental results are reported in
Table III. Note that the results in Table III are not fully
comparable, because different numbers of studies are used
in different studies. By roughly comparing our method with
these methods, we can see that GWL yields competitive
results, further validating the effectiveness of our method in
multirepresentation-based classification.

D. Limitations and Future Work

Although our method achieves superior classification results
compared to the competing methods, there are still some
limitations in this paper.
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1) The classification performance for four aurora cate-
gories needs to be further improved. Currently, the
automatic aurora classification still remains an open
problem because it is a very challenging task. One type
of challenge is that there exist various transition changes
from a kind of aurora to another. In such a case, it is
difficult to label such aurora into a specific category. For
example, as shown in Fig. 9, the image has both features
of hot-spot and radial corona aurora. A possible solution
is to assign multiple labels for such aurora and general-
ize the aurora classification to a multilabel classification
problem.

2) We simply capture the pairwise relationships among
samples via conventional graph structure, while the true
relationships could be more complex than pairwise. It is
very interesting to incorporate such complex data struc-
ture (e.g., via hypergraph) into the learning model, in
order to further promote the classification performance
of aurora images.

3) Since labeling the aurora images is a time-consuming
process, we only have 12682 labeled images in this
paper. As a future work, we will annotate more images
(e.g., even millions of images). In this way, the learning-
based feature extraction method, for example, deep
CNNs [72], can also be used for aurora image classi-
fication.

VI. CONCLUSION

In this paper, we propose a GWL method for aurora image
classification. To be specific, we first extract multiple fea-
ture representations for each aurora image, and then adopt
a graph structure to model the pairwise relationship among
samples. To capture the correlation among different represen-
tations, we cluster multiple representations into several groups.
Then, we propose a GWL model to automatically estimate
the class labels for aurora images and optimal weights for
different representations in a data-driven manner. Finally, we
develop a label fusion approach to make a final classification
decision for a new testing sample. The experimental results
suggest that our method achieves better performance than
several state-of-the-art methods in aurora image classification.
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